
Towards a Multi-Stage Approach to
Detect Privacy Breaches in Physician Reviews

Bäumer, Kersting, Orlikowski & Geierhos
Semantic Information Processing Group 
Paderborn University, Germany

Text Broom: A Multi-Stage Approach

Physician Review Websites 
 
Users subjectively review per-
ceived medical services by 
using grades and text. 
Thereby, they (un-)incentively 
reveal sensitive personal 
information.

Text Processing Pipeline

Our tool processes texts 
using a preprocessing pipe-
line for language detection, 
named entitiy recognition 
(NER), information extraction 
and highlighting.

Different Detection Levels

Our tool, Text Broom, detects 
privacy breaches on the text, 
sentence and entity level. For 
the entity level, we use 
machine learning, gazetteers 
and NER.
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We apply different learning models. 
We use decision trees for classifying 
whole texts and sentences as well as 
entities. Furthermore, our tool relies 
on knowledge stored in gazetteers 
and gainded by NER. For this reason, 
we are currently building a large anno-
tated data set.
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